
 Because we have been admirers of Ken Manktelow’s work for some time, we are 
especially glad to participate in this volume honoring his work. In fact, Ken was 
one of the fi rst to personally welcome us to the fi eld of reasoning. This happened 
relatively recently because, although we are from Ken’s cohort, our reasoning 
work did not begin until after we had made contributions to an entirely different 
research area. Although Richard and Keith had been admirers of the heuristics and 
biases tradition from its inception in the early 1970s, their fi rst research contribu-
tions were in the psychology of reading, and this occupied them for 15 years (see 
 Stanovich, 2000 ;  Stanovich, Cunningham, & West, 1998 ). By the 1990s though, we 
had decided to make a contribution to the literature on thinking and reasoning that 
we had admired so much for so long. 

 Our earliest work garnered a very generous invitation from Jonathan Evans to 
address the Fourth International Thinking Conference in Durham in the summer 
of 2000. We say generous because we had just begun to contribute to the literature 
when we received the invitation. In terms of major publications, we had published 
our 1998  Journal of Experimental Psychology: General  multiple experiment piece and 
we had summarized similar work in the book  Who Is Rational? Individual Differences in 
Reasoning  that had just come out (our  Behavioral and Brain Sciences  piece did not come 
out until 2001, even though it had a publication date of 2000). In short, we had only 
begun publishing in the fi eld, and most of the main speakers at the conference had 
spent decades studying areas, tasks, and paradigms that we had only recently mastered. 

 As a result, we were excited about the conference but also relatively nervous 
when we arrived in Durham. We were meeting all the people who had studied in 
depth all of the tasks that we had put together in our individual differences stud-
ies. As Keith said to the Durham audience, our studies of individual differences 
were structured so that we had to look at associations and relationships across a 
wide variety of tasks. That put us in danger of being a kind of “Jack of all trades 

  16  
 TOWARD A RATIONALITY 
QUOTIENT (RQ)  

 The Comprehensive Assessment 
of Rational Thinking (CART) 

     Keith E.   Stanovich ,  Richard F .  West, 
and   Maggie E .  Toplak     

Toward a Rationality Quotient (RQ)

15031-0292d-1pass-r03.indd   202 09-08-2016   10:37:42



Toward a Rationality Quotient (RQ) 203

but master of none”. We dreaded being grilled on a particular task by its inventor, 
when it was in fact just 1 of 20 or so that we had studied, and we of course were 
not experts on all of them. Well, we should not have worried. The attendees at that 
conference were quite gracious and fair. But most of all we remember running 
into Ken Manktelow early in the conference. Of course we knew not only of all 
his previous work, but we had been immensely infl uenced by his book  Reasoning 
and Thinking  that had just come out in 1999. Both Richard and Keith ended up 
teaching out of that book, but at the time we used it as a tremendous resource to 
get ourselves up to speed on the fi eld. It is easy to imagine our relief when one of 
the fi rst things Ken said to us was that  Who Is Rational?  had come out too late for 
him to comment on it in  Reasoning and Thinking , as he would have done. We could 
not have been more reassured at the time, given that Ken’s work on the selection 
task, deontic reasoning, causal reasoning, conditional reasoning, utility issues and 
reasoning tasks, and the distinction between epistemic and instrumental rationality 
had become essential tools in our research program. Thank you, Ken. 

 In the present chapter, we intend to give a sketch of where we have taken 
our work on individual differences in rational thought since that Durham con-
ference. Our early empirical work on individual differences in rational thought 
( Stanovich & West, 1997 ,  1998c ,  1999 ) was fi rst cashed out in terms of theoretical 
insights concerning dual process theory and evolutionary psychology that were 
relevant to the Great Rational Debate in cognitive science ( Stanovich, 1999 ,  2004 ; 
 Stanovich & West, 2000 ). The next phase of our empirical work (see  Stanovich & 
West, 2008b ) led to the book  What Intelligence Tests Miss  ( Stanovich, 2009 ). From 
that book, it was clear that the next logical step was following through on our claim 
that there was nothing preventing the construction of a rational thinking test. We 
outlined an early version of our framework for assessing rational thinking, along 
with suggested tasks, in  Stanovich (2011 ,  Chapter 10 ) and in  Stanovich, West, and 
Toplak (2011 ). Building on this work, we have recently completed the construc-
tion of the fi rst comprehensive assessment of rational thinking. We will describe the 
background of this effort in this chapter. 

  Conceptual background of the CART 

 Psychology has a long and storied history (more than 100 years old) of measur-
ing the intelligence trait. Although, there has been psychological work on rational 
thinking, this research started much later and it was not focused on individual dif-
ferences. Our research group has conducted one of the longest extant investigations 
of individual differences in rational thinking processes. We are near to completing 
( Stanovich, West, & Toplak, in press ) our work on the fi rst prototype of a compre-
hensive test of rational thought (the Comprehensive Assessment of Rational Think-
ing, CART), and we will describe the background of our test and the nature of our 
progress in this chapter. 

 A novice psychology student might be a bit confused at this point – think-
ing that somewhere along the line they have heard defi nitions of intelligence that 
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included rationality. Many people – students and nonstudents alike – think that 
intelligence means acting rationally, more or less. Indeed, it is true that even in 
academic discourse many theoretical defi nitions of intelligence incorporate ration-
ality by alluding to judgment and decision making in the defi nition (see  Stanovich, 
2009 , for a fuller discussion). Other defi nitions emphasize behavioral adaptiveness 
and thus also fold rationality into intelligence. The problem here is that  none  of 
these components of rationality – adaptive responding, good judgment, and decision-
making – is assessed on  actual tests  of intelligence. 

 Publishers of IQ tests and their proponents have encouraged the view that you 
get everything you need in cognitive assessment from such tests. But in fact, by giv-
ing an intelligence test, one does not automatically get a measure of rational think-
ing. To get the latter, we need to actually construct a test of rational thinking. That 
is why we embarked upon creating the CART. Our premise was that because we 
now have conceptually grounded theories of rationality and because we have a pro-
digious number of tasks that measure the components of rationality ( Baron, 2008 ; 
 Evans, 1989 ,  2014 ;  Kahneman, 2011 ;  Stanovich, 1999 ,  2011 ), it is now possible to 
see what would happen if we began from the ground up to construct a rationality 
test around that concept only. 

 Synthesizing theoretical work and empirical research that began more than two 
decades ago ( Stanovich, 1993 ;  Stanovich & West, 1997 ,  1998c ), we now have a pro-
totype of such a test ( Stanovich et al., in press ). We have proceeded with our eyes 
on the empirical literature on the nature of human judgment and decision making 
( Kahneman, 2011 ;  Manktelow, 2012 ) and theoretical discussions of rationality in 
cognitive science ( Evans, 2014 ;  Stanovich, 2011 ,  2012 ). For years, we have been 
examining how one would go about constructing the best rational thinking test if 
the focus was solely on that construct (as opposed to viewing its study as somehow 
ancillary to investigations of intelligence). Finally, there is one further historical/
contextual feature of the CART that deserves to be noted. 

 In 2002, cognitive scientist Daniel Kahneman won the Nobel Prize in Eco-
nomics for work done with his longtime collaborator Amos Tversky (who died in 
1996). The press release for the award from the Royal Swedish Academy of Sciences 
drew attention to the roots of the award-winning work in “the analysis of human 
judgment and decision-making by cognitive psychologists”. Kahneman was cited 
for discovering “how human judgment may take heuristic shortcuts that systemati-
cally depart from basic principles of probability”. 

 In short, Kahneman and Tversky’s work was about how humans make choices 
and assess probabilities, and they uncovered very basic errors that are typical in 
decision making. Their work includes some of the most infl uential and highly cited 
studies in all of psychology, and it deserved to be honoured with the Nobel Prize. 
One reason this work was so infl uential was that it addressed deep issues concern-
ing human rationality. Being rational means acting to achieve one’s own life goals 
using the best means possible. To violate the thinking rules Kahneman and Tversky 
examined thus has the practical consequence that we are less satisfi ed with our lives 
than we might be. 
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 Our research group has found systematic differences among individuals in the 
tendency to make errors of judgment and decision making ( Stanovich & West, 
1998c ,  1999 ,  2000 ,  2008b ;  Toplak, West, & Stanovich, 2011 ,  2014a ). The fact that 
there are systematic individual differences in the judgment and decision-making 
situations Kahneman and Tversky studied means that there are variations in impor-
tant attributes of human cognition related to rationality – how effi cient we are 
in achieving our goals. It is a curious fact that none of these critical attributes of 
human thinking is assessed on IQ tests (or their proxies such as the SAT test). This 
fact is curious for two related reasons. First, most laypeople are prone to think that 
IQ tests are tests of, to put it colloquially, good thinking. Scientists and laypeople 
alike would tend to agree that “good thinking” encompasses good judgment and 
decision making – the type of thinking that helps us achieve our goals. In fact, 
the type of “good thinking” that Kahneman and Tversky studied was deemed so 
important that research on it was awarded the Nobel Prize. Yet assessments of such 
good thinking are nowhere to be found on IQ tests. It is perhaps the most profound 
historical irony of the behavioral sciences that the Nobel Prize was awarded for 
studies of cognitive characteristics that are entirely missing from the most well-
known mental assessment device in psychology – the intelligence test. 

 Critics of intelligence tests are eager to point out that the tests ignore important 
parts of mental life – many largely noncognitive domains such as socioemotional 
abilities, empathy, and interpersonal skills, for example. However, a tacit assumption 
in such critiques is that although intelligence tests miss certain key noncognitive 
areas, they do encompass most of what is important in the cognitive domain. It is 
just this assumption that we wish to challenge with the construction of the CART. 
Our test will operationalize an important cognitive domain not assessed by intel-
ligence tests: the skills of judgment and decision making that are the foundation of 
rational thought and action.  

  Rationality in cognitive science 

 We follow many cognitive science theorists in recognizing two types of rationality: 
instrumental and epistemic ( Manktelow, 2004 ;  Over, 2004 ). The simplest defi nition 
of instrumental rationality, the one that emphasizes most that it is grounded in the 
practical world, is: Behaving in the world so that you get exactly what you most 
want, given the resources (physical and mental) available to you. Somewhat more 
technically, we could characterize instrumental rationality as the optimization of 
the individual’s goal fulfi llment. Economists and cognitive scientists have refi ned 
the notion of optimization of goal fulfi llment into the technical notion of expected 
utility. Epistemic rationality concerns how well beliefs map onto the actual struc-
ture of the world. The two types of rationality are related. In order to take actions 
that fulfi ll our goals, we need to base those actions on beliefs that are properly 
matched to the world. 

  Manktelow (2004 ) has emphasized the practicality of both types of rationality by 
noting that they concern two critical things: what is true and what to do. Epistemic 
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rationality is about what is true and instrumental rationality is about what to do. 
For our beliefs to be rational they must correspond to the way the world is – they 
must be true. For our actions to be rational, they must be the best means toward 
our goals – they must be the best things to do. Nothing could be more practical or 
useful for a person’s life than the thinking processes that help them fi nd out what 
is true and what is best to do. 

 More formally, economists and cognitive scientists defi ne instrumental rational-
ity as the maximization of expected utility. To be instrumentally rational, a person 
must choose among options based on which option has the largest expected utility. 
Decision situations can be broken down into three components: 1) possible actions; 
2) possible states of the world; 3) evaluations of the consequences of possible actions 
in each possible state of the world. Expected utility is calculated by taking the utility 
of each outcome and multiplying it by the probability of that outcome and then 
summing those products over all of the possible outcomes. 

 In practice, assessing rationality in this manner can be diffi cult because eliciting 
personal probabilities can be tricky. Also, getting measurements of the utilities of 
various consequences can be experimentally diffi cult. Fortunately, there is another 
useful way to measure the rationality of decisions and deviations from rationality. 
It has been proven through several formal analyses that if people’s preferences fol-
low certain consistent patterns (the so-called axioms of choice: independence of 
irrelevant alternatives, transitivity, independence, and reduction of compound lot-
teries, etc.), then they are behaving as if they are maximizing utility ( Dawes, 1998 ; 
 Edwards, 1954 ;  Jeffrey, 1983 ;  Luce & Raiffa, 1957 ;  Savage, 1954 ;  von Neumann & 
Morgenstern, 1944 ). This is the so-called axiomatic approach to whether people 
are maximizing utility. It is what makes people’s degrees of rationality more easily 
measurable by the experimental methods of cognitive science. The deviation from 
the optimal choice pattern according to the axioms is an (inverse) measure of the 
degree of rationality. 

 An axiomatic approach can be applied to assessing epistemic rationality as well. 
Recall that the expected utility of an action involves multiplying the probability of 
an outcome by its utility (and summing across possible outcomes). Thus, determin-
ing the best action involves estimating the probabilities of various outcomes. These 
probabilities are not conscious calculations of course – they are one’s confi dence 
estimates about states of the world. They are one’s beliefs and the confi dence that 
one has in them. If our probabilistic judgments about the states of the world are 
wrong, decision making will not maximize one’s utility – our actions will not result 
in our getting what we most want. Thus, instrumental and epistemic rationality 
become intertwined. If we are to determine what to do, we need to make sure that 
our actions are based on what is true. It is in this sense that rationality of belief – 
epistemic rationality – is one of the foundations for rationality of action. 

 Rationality of belief is assessed by looking at a variety of probabilistic reasoning 
skills, evidence evaluation skills, and hypothesis testing skills. In order for a person to 
be epistemically rational, their probability estimates must follow the rules of objec-
tive probabilities – their estimates must follow the so-called probability calculus. 
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Mathematically, probability values follow certain rules. These rules form one of the 
most important normative models for subjective probability estimates.  

  The heuristics and biases literature 

 In the construction of our rational thinking assessment instrument, we have drawn 
on the vast literature that has demonstrated that people sometimes violate the norma-
tive rules of instrumental and epistemic rationality ( Baron, 2008 ,  2014 ;  Evans, 2014 ; 
 Kahneman, 2011 ;  Kahneman & Tversky, 2000 ;  Koehler & Harvey, 2004 ;  Manktelow, 
2012 ). We have drawn heavily on this research, especially that of the so-called heu-
ristics and biases tradition Kahneman and Tversky inaugurated in the early 1970s 
( Kahneman & Tversky, 1972 ,  1973 ;  Tversky & Kahneman, 1974 ). The term  biases  
refers to the systematic errors people make in choosing actions and in estimating 
probabilities, and the term  heuristics  refers to  why  people often make these errors – 
because they use mental shortcuts (heuristics) to solve many problems.  Table 16.1  
lists some of the tasks, effects, and biases from this literature that we have studied 
in our lab and from which we selected in order to construct the CART. Because 
much of the operationalization of our framework of rational thinking comes from 
the heuristics and biases tradition, it is important to explicate the logic of such tasks. 

  TABLE 16.1   Heuristics, biases, and effects studied in the Stanovich/West/Toplak lab 

  Tasks, effects, and biases      Individual differences citation from the work of our lab  

 Baserate neglect  Kokis, Macpherson, Toplak, West, & Stanovich, 2002; 
Stanovich & West, 1998c, 1998d, 1999, 2008b; West, 
Toplak, Stanovich, 2008 

 Conjunction fallacy  Stanovich & West, 1998b, Toplak et al., 2011; West et al., 
2008 

 Framing effects   Stanovich & West, 1998b , 1999, 2008b; Toplak et al., 2014a, 
Toplak, West, Stanovich, 2014b 

 Anchoring effect  Stanovich & West, 2008b 
 Sample size awareness  Toplak et al., 2011; West et al., 2008 
 Regression to the mean  Toplak, Liu, Macpherson, Toneatto, & Stanovich, 2007; 

Toplak et al., 2011; West et al., 2008 
 Control group reasoning  Stanovich & West, 1998c; Toplak et al., 2011; West et al., 

2008 
 Disjunctive reasoning  Toplak & Stanovich, 2002; West et al., 2008 
 Temporal discounting  Toplak et al., 2014a 
 Gambler’s fallacy  Toplak et al., 2007; Toplak et al., 2011; West et al., 2008 
 Probability matching  Stanovich & West, 2008b; Toplak et al., 2007; Toplak et al., 

2011;  West & Stanovich, 2003  
 Overconfi dence effect  Stanovich & West, 1998c 
 Outcome bias  Stanovich & West, 1998c, 2008b; Toplak et al., 2007; Toplak 

et al., 2011 
 Ratio bias   Kokis et al., 2002 ; Stanovich & West, 2008b; Toplak et al., 

2014a, 2014b; West et al., 2008 

(Continued)
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  Tasks, effects, and biases      Individual differences citation from the work of our lab  

 Four-card selection task   Stanovich & West, 1998a , 2008b; Toplak & Stanovich, 2002; 
Toplak et al., 2014a; West et al., 2008 

 Ignoring P(D/~H)  Stanovich & West, 1998d, 1999; West et al., 2008 
 Sunk cost effect  Stanovich & West, 2008b; Toplak et al., 2011 
 Risk/benefi t confounding  Stanovich & West, 2008b 
 Covariation detection  Stanovich & West, 1998c,  1998d ; Sá, West, & Stanovich, 

1999; Toplak et al., 2011;  West et al., 2008  
 Belief bias in syllogistic 

reasoning 
  Macpherson & Stanovich, 2007 ; Stanovich & West, 1998c, 

2008b; Toplak et al., 2014a, 2014b 
 Omission bias  Stanovich & West, 2008b 
 Informal argument 

evaluation 
  Stanovich & West, 1997 , 2008b;  Sá et al., 1999  

 Unconfounded hypothesis 
testing 

 Stanovich & West, 1998c;  Toplak et al., 2011  

 Myside bias   Sá, Kelley, Ho, & Stanovich, 2005 ;  Stanovich & West, 2007 , 
2008a, 2008b;  Toplak & Stanovich, 2003 ; Toplak et al., 
2014a,  2014b  

 Expected value 
maximization 

  Stanovich, Grunewald, & West, 2003 ;  Toplak et al., 2007  

 Bias blind spot   West, Meserve, & Stanovich, 2012 ;  Toplak et al., 2014a  
 Newcomb’s problem  Stanovich & West, 1999; Toplak & Stanovich, 2002 
 Prisoner’s dilemma   Stanovich & West, 1999 ;  Toplak & Stanovich, 2002  
 Hindsight bias   Stanovich & West, 1998c  
 One-Side bias   Stanovich & West, 2008a  
 Certainty effect  Stanovich & West, 2008b 
 Willingness to pay/

willingness to accept 
 Stanovich & West, 2008b 

 Evaluability: less is more 
effect 

 Stanovich & West, 2008b 

 Proportion dominance 
effect 

  Stanovich & West, 2008b  

TABLE 16.1 (Continued)

  Heuristics and biases tasks were designed for human brains, not animal brains. 
What I mean by this is that heuristics and biases tasks were designed for brains that 
could at least  potentially  experience mental confl ict. This is why  Kahneman (2000 ) 
stressed that “Tversky and I always thought of the heuristics and biases approach 
as a two-process theory” (p. 682). All multiple-process models of mind, including 
the currently popular dual process theories ( Evans & Stanovich, 2013 ), capture a 
phenomenal aspect of human decision making that is of profound importance – 
that humans often feel alienated from their choices. We display what both folk 
psychology and philosophers term  weakness of will . For example, we continue to 
smoke when we know that it is a harmful habit; or we order a sweet after a large 
meal, merely an hour after pledging to ourselves that we would not. However, we 
display alienation from our responses even in situations that do not involve weak-
ness of will. 
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 Discussion of heuristics and biases tasks often leads to a conceptualization within 
a dual-process framework, because most of the tasks in the heuristics and biases lit-
erature were deliberately designed to pit an automatically triggered response against 
a normative response generated by more controlled types of processing ( Kahneman, 
2011 ). Since Kahneman and Tversky launched the heuristics and biases approach 
in the 1970s, a wealth of evidence has accumulated in support of the dual-process 
framework ( Evans & Stanovich, 2013 ). In many such theories, the defi ning feature 
of Type 1 processing is its autonomy – the execution of Type 1 processes is manda-
tory when their triggering stimuli are encountered, and they are not dependent on 
input from high-level control systems. Autonomous processes have other correlated 
features – their execution tends to be rapid, they do not put a heavy load on central 
processing capacity, they tend to be associative – but these other correlated features 
are not defi ning ( Stanovich & Toplak, 2012 ). The category of autonomous pro-
cesses would include: processes of emotional regulation; the encapsulated modules 
for solving specifi c adaptive problems that evolutionary psychologists have posited; 
processes of implicit learning; and the automatic fi ring of overlearned associations. 

 In contrast with Type 1 processing, Type 2 processing is nonautonomous. It is 
relatively slow and computationally expensive. Many Type 1 processes can operate 
in parallel, but Type 2 processing is largely serial. One of the most critical functions 
of Type 2 processing is to override Type 1 processing. This is sometimes necessary 
because autonomous processing has heuristic qualities. It is designed to get the 
response into the right ballpark when solving a problem or making a decision, 
but it is not designed for the type of fi ne-grained analysis called for in situations 
of unusual importance (fi nancial decisions, fairness judgments, employment deci-
sions, legal judgments, etc.). Type 1 processing heuristics depend on benign envi-
ronments. In hostile environments, they can be costly (see  Hilton, 2003 ;  Over, 2000 ; 
 Stanovich, 2004 ). 

 In order to override Type 1 processing, Type 2 processing must display at least 
two related capabilities. One is the capability of interrupting Type 1 processing and 
suppressing its response tendencies. But suppressing the Type 1 response is not help-
ful unless a better response is available to substitute for it. Where do these better 
responses come from? One answer is that they come from processes of hypothetical 
reasoning and cognitive simulation that are a unique aspect of Type 2 processing 
( Evans, 2010 ;  Evans & Stanovich, 2013 ;  Stanovich, 2004 ,  2011 ). Humans alone 
appear to be able to represent a model of an idealized (i.e., hypothesized) response, 
while still maintaining a fi rst-order model of current response tendencies. 

 When we said that heuristics and biases tasks were designed for human brains, 
not animal brains, we did not mean to say that rationality cannot be assessed in non-
human animals. To the contrary, the axiomatic approach to rationality assessment 
mentioned previously allows the rationality of nonhuman animals to be assessed 
as well as that of humans, because it defi nes instrumental rationality as adherence 
to certain types of consistency and coherence relationships (see  Kacelnik, 2006 ; 
 Luce & Raiffa, 1957 ;  Savage, 1954 ). In fact, many animals appear to have a reason-
able degree of instrumental rationality ( Hurley & Nudds, 2006 ). The adaptively 
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shaped behavior of nonhuman animals can, in theory, deviate from the axioms of 
rational choice because it is possible for the optimization of fi tness at the genetic 
level to dissociate from optimization at the level of the organism ( Stanovich, 2004 ). 

 So although the assessment of nonhuman rationality and irrationality is possible, 
the really interesting issues of rationality arise when we have an organism with the 
possibility of different types of processing (Type 1 and Type 2) priming different 
responses. In such a situation (the situation that spawns dual-process conceptu-
alizations), assessing which of the minds wins out becomes of immense interest 
(and diagnostic of degrees of rationality). It is just this situation that heuristics and 
biases tasks put under the microscope. These tasks, interpreted within a dual-process 
framework ( Kahneman, 2011 ), end up being diagnostic of the dominance of Type 
1 versus Type 2 processing in determining the fi nal response. 

 For a person who defaults often to Type 1 processing, environments can be 
either benign or hostile. A benign environment is an environment that contains 
useful cues that, via practice or evolutionary history, have been well represented in 
Type 1 subsystems. Additionally, for an environment to be classifi ed as benign, it 
must not contain other individuals who will adjust their behavior to exploit those 
relying only on Type 1 processing. We would argue ( Stanovich, 2004 ;  Stanovich & 
West, 2000 ) that the modern world is somewhat hostile to Type 1 processing in 
critical ways, thus making it important to assess rational thinking tendencies via the 
logic of heuristics and biases tasks. 

 It is appropriate here to emphasize another way in which intelligence tests fail to 
tap important aspects of rational thinking. The novice reader might have thought at 
this point that it seems that intelligence tests clearly measure Type 2 reasoning – that 
is, conscious, serial simulation of imaginary worlds in order to solve problems. This 
is all true, but there is a critical difference. Intelligence tests contain salient warnings 
that Type 2 reasoning is necessary. It is clear to someone taking an intelligence test 
that fast, automatic, intuitive processing will not lead to superior performance. Most 
tests of rational thinking do not strongly cue the subject in this manner. Instead, 
many heuristics and biases tasks suggest a compelling intuitive response that hap-
pens to be wrong. 

 In heuristics and biases tasks, unlike the case for intelligence tests, the subject 
must detect the inadequacy of the Type 1 response and then must use Type 2 pro-
cessing to both suppress the Type 1 response and to simulate a better alternative. 
To illustrate this difference, we might imagine asking a subject if larger or smaller 
sample sizes were better, as we might in a university statistics course. This would be 
a much easier question than a traditional heuristics and biases item, because no issue 
of recognition is involved – the respondent would not have to detect the  relevance  of 
sample size. He/she would be  focused  on its relevance by being asked directly about 
it. This of course makes for a much easier problem. As statistics instructors our-
selves, we have commonly seen that a student may answer a direct question about 
sample size correctly in a multiple choice format, but then when given something 
like Kahneman and Tversky’s hospital problem, does not perceive the relevance of 
sample size and answers incorrectly. 
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 In short, most of the tasks in the heuristics and biases literature were deliberately 
designed to pit an intuitive but incorrect response against a normative response. 
This means that such tasks have both processing and knowledge requirements. 
From a processing standpoint, the necessity of overriding Type 1 processing must 
be detected. Then, the intuitive response primed by Type 1 processing must be 
inhibited and the normative response must be retrieved or synthesized and then 
substituted by Type 2 processing. 

 In addition to these processing requirements, successful performance on heu-
ristics and biases tasks requires the presence of several important knowledge bases. 
The knowledge, rules, and strategies that can be retrieved and used to replace a 
Type 1 intuitive response have been referred to as  mindware  (see  Stanovich et al., 
2011 ), a term David Perkins coined in a  1995  book ( Clark, 2001 , uses the term in 
a slightly different way from Perkins’ original coinage). The mindware available for 
use during cognitive simulation is in part the product of past learning experiences. 
This means that individual differences will appear in the ability to simulate better 
alternatives to a Type 1 response based on variation available in the mindware. The 
mindware that allows the computation of more rational responses needs to be avail-
able and accessible during simulation activities.  

  The framework and composition of the CART 

 It is important to stress that knowledge and process are intertwined in most heuris-
tics and biases tasks, but that it is not the case that the dependence on knowledge 
and the dependence on process are the same for each and every task. Some heuris-
tics and biases tasks are more process dependent than knowledge dependent. Others 
are more knowledge dependent than process dependent. Still others seem to stress 
both knowledge and process quite strongly. 

  Table 16.2  presents the overall framework for the CART, as well as some indica-
tion of the tasks used for assessment and the assessment domains. The left column 
of  Table 16.2  serves to represent tasks saturated with processing requirements. The 
second column from the left represents tasks relatively saturated with knowledge 
from specifi c rational thinking domains. The fi rst two domains of rational thinking 
represented in the upper left – probabilistic and statistical reasoning and scientifi c 
reasoning – have process and knowledge so intertwined that they span both col-
umns in  Table 16.2  to emphasize this point. 

  Working down the left column,  Table 16.2  next identifi es some tasks that have 
heavy processing requirements. The fi rst set of tasks are indicators of the tendency 
to avoid miserly information processing. That humans are cognitive misers has been 
a major theme throughout the past 40 years of research in psychology and cognitive 
science (see  Dawes, 1976 ;  Evans, 1984 ,  1989 ;  Kahneman, 2011 ;  Simon, 1955 ,  1956 ; 
 Tversky & Kahneman, 1974 ; for the evolutionary reasons, see  Stanovich, 2004 , 
 2009 ). When approaching any problem, our brains have available various compu-
tational mechanisms for dealing with the situation. These mechanisms embody a 
tradeoff, however. The tradeoff is between power and expense. Some mechanisms 
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have great computational power – they can solve a large number of novel problems 
with great accuracy. However, this power comes with a cost. These mechanisms take 
up a great deal of attention, tend to be slow, tend to interfere with other thoughts 
and actions we are carrying out, and require great concentration that is often expe-
rienced as aversive (the Type 2 processing discussed earlier in this chapter). Humans 
are cognitive misers because their basic tendency is to default to other less-accurate 
processing mechanisms of low computational expense (the Type 1 processing dis-
cussed earlier in this chapter). The CART contains several subtests that assess a 
person’s ability to avoid miserly information processing. 

 Continuing down the left column of  Table 16.2  are some other tasks that are 
best viewed as indirect measures of the avoidance of miserly processing. All are 
heavy in their processing requirements. All of these tasks and their associated 
effects, although involving miserly processing, are still quite complex tasks. More 
than miserly processing is going on when someone answers suboptimally in all of 
them. Our only theoretical claim is quite minimal – it is only that, whatever else 
is responsible for task performance, they are all likely to have miserly processing 
somewhat involved. In any case, they are all important measures of rational thinking 
in their own right, whether or not they are due to miserly information processing. 
Our focus with the CART is not on resolving the theoretical disputes surrounding 
every one of these effects. For example, the measurement of overconfi dence would 
be part of our rational thinking assessment battery regardless of what the explana-
tion for the effect turns out to be. With that caveat in mind, the left-hand column 
of  Table 16.2  shows several other important additional categories of our assessment 
battery: the absence of irrelevant context effects in decision making; the avoid-
ance of myside bias; the avoidance of overconfi dence in knowledge calibration; and 
rational temporal discounting of future rewards. 

 In the second column from the left in  Table 16.2  are four components of the 
CART that represent components that are particularly heavily dependent on 
knowledge bases. This is not to say that these components are completely inde-
pendent of the degree of miserly processing, just that variation on them is consider-
ably less dependent on processing considerations and much more dependent on the 
presence of certain specifi c types of declarative knowledge than other tasks. These 
subtests of the CART tap the following: probabilistic numeracy; fi nancial literacy 
and economic knowledge; sensitivity to expected value; and risk knowledge. 

 The third column in  Table 16.2  refl ects the fact that irrational thinking is poten-
tially caused by two different types of mindware problems. Missing mindware, or 
mindware gaps, refl ect the most common type – where a person does not have 
access to adequately compiled declarative knowledge from which to synthesize a 
normative response to use in the override of Type 1 processing. However,  Stanovich 
(2004 ,  2009 ,  2011 ) has discussed how not all mindware is helpful or useful in foster-
ing rationality. Indeed, the presence of certain kinds of mindware is often precisely 
the problem. We coined the category label  contaminated mindware  for the presence 
of declarative knowledge bases that foster irrational rather than rational thinking, 
which is represented in the third column of this table. 
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 There are probably dozens of different kinds of contaminated mindware if one 
looks very specifi cally at narrow domains of knowledge. It would obviously be 
impossible for a test of rational thinking to encompass all of these. Instead, we have 
focused on just a few of the broader categories of contaminated mindware that 
might have more general implications and might have some domain generality in 
their effects. Of course, rational thinking as indicated by CART performance is 
defi ned as the  avoidance  or  rejection  of these domains of contaminated mindware. 
The third column from the left in  Table 16.2  lists the four categories of contami-
nated mindware that the CART assesses: the rejection of superstitious thinking; 
the rejection of anti-scientifi c attitudes; the rejection of conspiracy beliefs; and the 
avoidance of dysfunctional personal beliefs. 

 Finally, the far right column of  Table 16.2  shows a set of supplementary measures 
that are included in the CART, but are not part of the overall rational thinking 
score on the test itself. Column four lists some thinking dispositions that we meas-
ure by self-report questionnaires. Psychology studies many different thinking dis-
positions. However, we have chosen those specifi cally relevant to rational thinking. 
For example, we have focused on thinking dispositions that foster prudent thought, 
and those that foster unbiased thought and unbiased knowledge acquisition. The 
four thinking dispositions that we assess are: actively open-minded thinking; delib-
erative thinking; future orientation; and the differentiation of emotions. These self-
report measures are different from the other performance measures on the CART, 
which is why they are not part of the overall score on the test, but instead provide 
supplementary information. They are not part of the total score on the test because, 
among other things, the maximum score on a thinking disposition measure should 
not be equated with maximal rationality. Optimal functioning on these measures is 
traced instead by an inverted U-shaped function. Maximizing these dispositions is 
not the criterion of rational thought itself. Thinking dispositions such as these are 
a means to rationality, not ends in themselves. For this reason, the thinking disposi-
tions subscales are segregated in the CART and not treated as direct measures of 
rational thinking themselves. 

 Overall, the CART assesses both epistemic rationality and instrumental ration-
ality. Aspects of epistemic rationality that are assessed on our instrument include: 
the tendency to show incoherent probability assessments; the tendency toward 
overconfi dence in knowledge judgments; the tendency to ignore base rates; the 
tendency not to seek to falsify hypotheses; the tendency to try to explain chance 
events; the tendency to evaluate evidence with a myside bias; and the tendency to 
ignore the alternative hypothesis. 

 Additionally, the CART assesses aspects of instrumental rationality and irration-
ality, such as: the ability to display disjunctive reasoning in decision making; the 
tendency to show inconsistent preferences because of framing effects; the tendency 
to substitute affect for diffi cult evaluations; the tendency to over-weight short-term 
rewards at the expense of long-term well-being; the tendency to have choices 
affected by vivid stimuli; and the tendency for decisions to be affected by irrelevant 
context.  
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  Complications and context of rational thinking assessment 

 For many years, we have argued (see  Stanovich, 2009 ) that professional inertia and 
psychologists’ investment in IQ testing have prevented us from realizing that our 
science had developed enough to allow us to develop a parallel RQ test. With 
the development of the CART, my research group has turned this prediction into 
reality. Although our initial effort should be viewed more as a prototype, it accom-
plishes the task of showing that there is nothing conceptually or theoretically pre-
venting us from developing such a test. We know the types of thinking processes 
that such an instrument would assess, and we have in hand prototypes of the kinds 
of tasks that would be used in the domains of both instrumental rationality and 
epistemic rationality – both of which are represented on the CART. 

 Unlike many such lists of thinking skills in textbooks, the conceptual compo-
nents of the CART are each grounded in a task or paradigm in the literature of 
cognitive science. In fact, many (e.g., context effects in decision making; probabil-
istic reasoning) have generated enormous empirical literatures. For example, many 
paradigms have been used to measure the avoidance of miserly information pro-
cessing (left column of  Table 16.2 , third row). The study of belief bias – that people 
have diffi culty processing data pointing toward conclusions that confl ict with what 
they think they know about the world – has yielded several such paradigms (e.g., 
 Evans, Barston, & Pollard, 1983 ;  Evans & Curtis-Holmes, 2005 ;  Markovits & Nan-
tel, 1989 ). 

 Another part of the CART that is richly populated by work in cognitive science 
is a set of tasks that collectively defi ne the mental tendency to not be affected by 
irrelevant context in decision making (left column of  Table 16.2 , fourth row). All 
three paradigms that assess the latter tendency have generated enormous literatures. 
Resistance to framing has been measured with countless tasks (e.g.,  Levin, Gaeth, 
Schreiber, & Lauriola, 2002 ;  Maule & Villejoubert, 2007 ), as has the resistance to 
irrelevant anchoring in decisions (e.g.,  Epley & Gilovich, 2004 ,  2006 ;  Jacowitz & 
Kahneman, 1995 ).  Lichtenstein and Slovic (2006 ) summarized several decades 
worth of work on preference anomalies that followed their seminal research in the 
1970s ( Lichtenstein & Slovic, 1971 ,  1973 ). 

 The existence of the CART is our attempt to follow through on a claim made 
years ago ( Stanovich, 2009 ) – that there is no  conceptual  barrier to creating a pro-
totype of a test of rational thinking. This does not of course mean that there is not 
substantial work to be done in turning the prototype into an easily usable test. We 
have given a book-length treatment ( Stanovich et al., in press ) of the 20 years of 
work on individual differences in rational thinking that went into the development 
of our prototype. 

 We are exploring the full psychometric structure of our instrument in the ongo-
ing study. Regarding the psychometrics of our instrument, many pairs of rela-
tionships have been explored already (see  Stanovich et al., in press ), but the full 
structure remains to be investigated. It is important, though, to understand what 
various psychometric structures would – and most important – would not tell 
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us. For example, if several components or measurement paradigms turn out to be 
highly correlated, that will make assessment more effi cient and logistically easier, 
but it will not enhance or diminish the status of these components as aspects of 
rational thought. Conversely, fi nding that many of the components or measurement 
paradigms are separable in individual difference analyses in no way detracts from 
the importance of any component. In short, the point is that psychometric fi ndings 
do not trump what cognitive scientists have found are the conceptually essential 
features of rational thought and action. 

 All of this is not to deny that it would obviously be useful to really know the 
structure of rational thinking skills from a psychometric point of view. Our past 
research has contributed substantially to clarifying that structure. We have found 
that certain rational thinking tasks consistently correlate with each other even after 
cognitive ability has been partialled out. For example, we have found that the abil-
ity to avoid belief bias in syllogistic reasoning is related to the ability to reason 
statistically in the face of confl icting case evidence – and that this relationship is 
maintained after intelligence is partialled out (Stanovich & West, 1998c; West et al., 
2008). Additionally, our group has consistently found rational thinking tasks that 
are predicted by thinking dispositions after cognitive ability has been partialled – 
particularly tasks involving statistical reasoning and informal argumentation ( Kokis 
et al., 2002 ;  Stanovich & West, 1997 ,  1998c ;  Toplak et al., 2011 ,  2014a ;  West et al., 
2008 ). 

 Rationality is a multifarious concept. It is unlikely to yield as substantial a g-factor 
as is the case with intelligence ( Deary, 2013 ;  Hunt, 2011 ). Thus, assessment might be 
logistically diffi cult and reporting outcomes from a rational thinking test might be 
complex. However, we should not shirk from measuring something just because it is 
logistically diffi cult – particularly if the domain is important.  

  Integrating rational thinking assessment 
into psychological science 

 When a layperson thinks of individual differences in reasoning, they think of IQ 
tests. It is quite natural that this is their primary association, because IQ tests are 
among the most publicized products of psychological research. This association is 
not entirely inaccurate either, because intelligence is correlated with performance 
on a host of reasoning tasks ( Carroll, 1993 ;  Deary, 2000 ;  Hunt, 2011 ). Nonetheless, 
certain very important classes of individual differences in thinking are ignored if 
only intelligence-related variance is the primary focus. A number of these ignored 
classes of individual differences are those relating to rational thought. 

 We tend not to notice the mental processes missing from IQ tests because many 
theorists have adopted a  permissive  conceptualization of what intelligence is rather 
than a grounded conceptualization. Permissive theories include aspects of function-
ing that are captured by the  vernacular  term  intelligence  (adaptation to the environ-
ment, showing wisdom, creativity, etc.) whether or not existing tests of intelligence 
actually measure these aspects.  Grounded  theories, in contrast, confi ne the concept of 
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intelligence to the set of mental abilities actually tested on extant IQ tests. Adopting 
permissive defi nitions of the concept of intelligence serves to obscure what is miss-
ing from extant IQ tests. Instead, in order to highlight the missing elements in IQ 
tests, my research group has adopted a more scientifi cally justifi ed (see  Stanovich, 
2009 ) grounded notion of the intelligence concept. 

 Grounded theories adopt the operationalization of the term that is used in both 
psychometric studies of intelligence and neurophysiological studies. This defi nition 
involves a statistical abstraction from performance on established tests and cognitive 
ability indicators. The grounded view of intelligence then takes the operationally 
defi ned construct and validates it in studies of educational attainment, cognitive 
neuroscience, developmental trends, and information processing. 

 The operationalization of rationality is different from that of intelligence and 
thus, as every introductory psychology student is taught, the concepts must be 
treated as different. Our comprehensive test of rational thinking will go a long 
way toward grounding the rationality concept – a concept that captures aspects of 
thought that have heretofore gone unmeasured in assessment devices. 

 In summary, we have coherent and well-operationalized concepts of rational 
action and belief formation. We have a coherent and well-operationalized concept 
of intelligence. No scientifi c purpose is served by fusing these concepts, because 
they are very different. To the contrary, scientifi c progress is made by differentiating 
concepts. We have a century-long history of measuring the intelligence concept. It 
is high time we put equal energy, as a discipline, into the measurement of a mental 
quality that is just as important – rationality. 

   Author note 

 Preparation of this chapter was supported by a grant from the John Templeton 
Foundation. The opinions expressed in this publication are those of the authors and 
do not necessarily refl ect the views of the John Templeton Foundation.    
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